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Inferential Text Generation
(1) Take an event as the input

(2) Generate multiple inferences (e.g. intent of participants).
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Related Works

(1) Sequence-to-Sequence approaches. [Rashkin et al.,2018; Sap et al.,2019]

(2) Pre-trained language models such as GPT-2.  [Bosselut et al., 2019]

(3) Introduce variational autoencoder to generate diversified inferences. [Du et al., 2019]



Motivation
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(1) Background knowledge usually provides crucial evidence to generate 

reasonable inferences. 

(2) Different background knowledge could help generate inferences in 

different perspective.
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Inferential Text
(1) First , the search engine retrieves top K 

evidence from a large text corpus.

(2) Second, VQ-VAE takes an event as the input,  
and outputs a discrete latent variable 𝑧. 

(3) Lastly, the decoder takes the latent variable 
and retrieved evidence as the input and 
generates the inferential text.
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Advantages

(1) Avoiding the problem of posterior collapse.
(2) Convenient visualization.

VQ-VAE: Vector Quantised-Variational AutoEncoder

Event
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Evidence Retrieval and Selection

Text Corpus

evidence retrieval
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(1) Text Corpus: BookCorpus [Zhu et al., 2015] of 11,038 story books.
(2) Retrieve evidence from corpus by Elastic Search engine.
(3) Transformer with two layers is used to encode retrieved evidence.
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(1) The relevance of evidence is different depending on the semantic of inference.
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(1) The relevance of evidence is different depending on the semantic of inference.

(2) Since targets are unseen in the inference phase, we utilize the latent variable 𝑧 to 
select evidence.
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Pre-trained language model GPT-2 as our generator:

(1) Given an event 𝑥, we first sample a latent variable 𝑧 from the codebook 𝑝(𝑧|𝑥).

(2) We then select relevant evidence 𝑐 according to the context distribution 𝑝 𝑐 𝑧 .

(3) Finally, the generator 𝑝(𝑦|𝑥, 𝑐) concatenate the event and selected evidence as the

input and generates the inference 𝑦

Evidence-Aware Generator



Dataset

(1) We conduct experiments on 
Event2Mind and ATOMIC
datasets.

(2) Both datasets contain about 
25,000 unique events.
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Human Evaluation
(1) Sample 100 examples from the test set.
(2) Generate 10 candidates from different models. 

(3) Ask five human to identify.
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(1) We present an evidence-aware generative model based on VQ-VAE, which 
automatically finds evidence as background knowledge to guide the generation.

(2) In the task of inferential text generation, our approach achieves state-of-the-art 
performances on ATOMIC and Event2Mind datasets.

Conclusion




